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Abstract – Sentiment analysis is the process of gauging people's sentiments, attitudes, and 
emotions towards specific targets, such as activities, organizations, services, topics, and 
products. Emotion recognition, a subset of sentiment analysis, predicts distinct emotions rather 
than simply categorizing sentiments as positive, negative, or neutral. Recent research has delved 
into language and facial expressions to discern emotions. Combining Convolutional Neural 
Network (CNN) with a proposed algorithm enhances classification accuracy and reduces 
processing time by addressing gradient saturation issues and mitigating data imbalance effects. 
This approach is demonstrated in a binary sentiment problem context. Various methods have 
been proposed to identify emotions from text using natural language processing (NLP) 
techniques, including keyword-based, dictionary-based, and machine learning approaches. 
However, keyword- and vocabulary-based methods are constrained by semantic relationships 
and have limitations. In this study, we introduce a hybrid model (combining machine learning 
with deep learning) for emotion identification in text. On the other hand, in the deep learning 
realm, the LSTM model achieves the highest accuracy at 83%, while the CNN model attains the 
highest F1 score of 72.39%. Our hybrid model delivers a precision rate of 74.2%, recall rate of 
78.63%, an F1 score of 75.01 and an overall precision rate of 74.2%. 

Keywords: Convolutional Neural Networks; Emotion Classification; Text mining, Deep 
learning and Sentiment analysis 

 

1. Introduction  

Emotion recognition capabilities are essential not only for successful interpersonal relationships 

but also for humanmachine interaction. Understanding and knowing how to react to emotions 

significantly improves the interaction and its outcome. It is therefore a crucial component in the 

development of empathetic machines, which substantially enriches the experiences these can 

provide. Emotion Recognition in Conversation (ERC) modules are useful for a wide range of 

applications, from automatic opinion mining, to emotion-aware conversational agents and as 
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assisting modules for therapeutic practices. ERC is therefore an actively growing research field, 

with high applicability and potential. 

It also provides comprehensive descriptions of Deep Learning methods from the Multi-Layer 

Perceptron, Recurrent Neural Networks, Long Short-Term Memory Networks, Gated Recurrent 

Units, Convolutional Neural Networks, Graph Neural Networks, Attention Mechanisms to the 

Transformer, in the light of Emotion Recognition in Conversations. While these methods are 

transversal to all emotion recognition tasks, and therefore all emotion recognition surveys, some 

are more appropriate for ERC. Examples are Transformer-based architectures that are better at 

preserving long-term dependencies between sequences of utterances than recurrent neural 

networks. Related relevant surveys, but not specific for conversations, covered sentiment 

analysis research challenges and directions [6] and textual emotion recognition and its challenges 

[17], the latter including a section on textual emotion recognition in dialogue, elaborating on 

utterance context modelling and dynamic emotion modeling. 

In recent times, researchers have proposed various methods to detect the emotions of the text, 

such as keyword-based, lexical affinity, learning-based, and hybrid models [3]. In the beginning, 

they introduced a rule-based approach that consisted of two approaches, namely, lexical affinity-

based and keyword-based. Later on, a new approach came into existence, i.e., the learning-based 

approach. This method was more accurate and gave better results. In a learning-based approach, 

different models are used to detect emotion. Many researchers have also started combining the 

approaches and making them hybrid in the search for high accuracy. As per the study, deep 

learning models show better accuracy than machine learning models for large sizes of text or 

data. But for small data, machine learning gives us better accuracy. Still, none of the approaches 

gave a complete solution to detect the emotion from a given text. 

 

Fig 1: Basic process of Emotion Classification 

There were many limitations in the existing solutions, such as that they did not have a list of all 

the emotions. The existing lists have an inadequate vocabulary of words in the lexicon, 
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disregarded words, semantics-based context, low extractions of contextual information from the 

given sentences, do not perform well for detecting some specific emotions; weak context 

information extraction, loose semantic feature extraction, less computational speed, ignored 

relations between features, an inadequate amount of data, and a high number of 

misclassifications. Some models were not suited well for frequently occurring emojis, weak 

semantic information extraction, and the structure of the sentence. It differs from model to 

model. There were many limitations in this system that were fulfilled by previous researchers. 

The proposed model has fulfilled many of the existing limitations. 

 

Fig 2: classifying text to generate emotion 

Emotion detection is one of the big advantages of human-machine interaction as a nonliving 

thing can sense or feel like a human being. Our proposed model can detect emotions from text 

sentences that are tasteless as they do not have any tone or expression. Many researchers have 

worked on a single dataset. But we have worked on three datasets which include the textual form 

of simple sentences, tweets, and dialogs to detect emotions. Our text-based emotion recognition 

model can be implemented on any system. For business potential, this model can help to find 

emotions from customer reviews, services, give security for social media users, and many others. 

2. Literature Survey  

Seal et al. [4] have performed emotion detection with a keyword-based approach mainly 

focused on phrasal verbs. They used ISEAR [5] data, preprocessed the data, and then applied the 

keyword-based approach. They discovered several phrasal verbs that should have been 

associated with emotion terms but were not, and so they built their own database. They 
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recognized phrasal verbs and keywords synonymous with various emotions and categorized 

them using their database. They did, however, achieve a much higher accuracy of 65%, but they 

were unable to address the researcher’s existing issues, such as an insufficient list of emotion 

keywords and a lack of respect for word semantics in meaning. 

F. A. Acheampong [20] surveyed the concept of emotion detection (ED) from texts and 

highlighted the main approaches adopted by researchers in the design of text-based ED systems. 

Navarrete Verma [16] P. Nandwani and R. Verma [21] described the process used to create an 

emotion lexicon enriched with the emotional intensity of words and focused on improving the 

emotion analysis process in texts [13]. Sailunaza and Alhajj [17] K. Sailunaz and R. Alhajj [22] 

used Twitter data to detect emotion and sentiment from text. They exploited sentiment and 

emotion scores to generate generalized and personalized recommendations for users based on 

their Twitter activity [4]. 

To the best of our knowledge, the only survey on Emotion Recognition in Conversations is 

the one by Poria et al., from 2019 [89]. It focuses on the challenges and advances in text ERC, 

pointing out conversational context modelling, speaker specific modelling, the presence of 

emotion shift, multiparty conversations and the presence of sarcasm. Since 2019, a plethora of 

works resorting to novel deep learning architectures that followed, especially top performing 

gated and graph-based neural networks and transformer-based language models, were used to 

tackle those aspects. This survey describes how state-of-the-art works addressed those 

challenges. Furthermore, this survey discusses additional additional challenges for this task, 

namely the ones pertaining to real world ERC such as real time emotion recognition, recognizing 

emotion causes, different taxonomies across datasets, multilingual ERC, and interpretability. 

Rodriguez et al. [13] use emotion analysis to identify hate speech on social media. Their aim 

with this research was to locate and analyse the unstructured data of selected social media posts 

that intend to spread hate in the comment sections. Cao et al. [14] exploited machine and deep 

learning approaches to evaluate emotion in textual data. They also highlight the issues and 

challenges regarding emotion detection in text. Acheampong et al. [15] 

Xu et al. [8] P. Xu et al. [12] has proposed an Emo2Vec method that encodes emotional 

semantics into vector form. They have trained Emo2Vec on a multitask learning framework by 

using smaller and larger datasets (smaller datasets such as ISEAR, WASSA, and Olympic). It 

shows that their results are better than those of Convolution Neural Network (CNN), DeepMoji 

embedding, and more. They have utilized their work on emotion analysis, sarcasm classification, 

stress detection, etc. Finally, the model Emo2Vec, when combined with Logistic Regression and 

GloVe, can achieve more competitive results.  

Aagheb et al. [9] W. Ragheb et al. [13]worked on detecting emotions from textual 

conversations through the help of learning-based model. Their data comprises 6 types of 

emotions that Paul Ekman has [1] described. In their methods, two phases of encoder and 
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classification are present. After the data is collected, it is tokenized and passed to an encoder, 

which then passes it on to Bi-LSTM units that have been trained using average stochastic 

gradient descent (ASGD). To avoid over-fitting, they have applied dropouts between the LSTM 

units. Then, to focus on specific emotion-carrying conversations, a self-attention mechanism was 

used. The data was classified into its respective categories through the help of a dense layer and a 

SoftMax activation. The model showed an F1 score of 75.82%. 

The challenge of identifying the emotional qualities of voice, regardless of the semantic 

meaning, is known as speech emotion recognition (SER). While people are capable of 

performing this activity efficiently as a natural aspect of voice communication, the capacity to do 

so autonomously through programmed technologies is indeed a work in progress. As it offers 

perspective on human mental processes, emotion identification from speech signals is a 

frequently investigated topic in the construction of human–computer interface (HCI) models. In 

HCI, it is frequently necessary to determine the emotion of persons as mental feedback. An 

attempt is made in this study to distinguish seven different emotions using speech signals: 

sadness, anger, disgusted, pleased, surprised, enjoyable, and neutrality mood. For the 

identification of emotion, the suggested method uses a signals preprocessing method based on 

the randomness measure. The signals are first normalized to reduce noise. Due to the obvious 

changing length and continual form of voice signals, emotions identification requires both 

locally and globally information. Local features depict dynamic behavior, while feature points 

reveal statistic factors such as standard error, median, and lowest and maximum values. The SER 

system includes several features, including spectrum characteristics, sound quality 

characteristics, and Teager energy operator-based characteristics. Prosodic features are those that 

are based on the human perception, such as rhythm and inflection. These characteristics are 

based on three factors: power, length, and frequency response. From of the heavily processed 

signals, a features vector is generated that evaluates the random feature for all of the emotional 

responses. Then, using mutual information (MI), the feature vector is utilized to choose from the 

entire set. The feature vectors are then categorized using the BOAT method and association rule 

mining. Experiments were carried out on the TESS dataset for several metrics, and the 

performance of the suggested method outperformed the state-of-the-art methods. 

3. Emotion Classification Techniques 

3.1 Emotion classification based on CNN : 

CNN is frequently selected for emotion classification and have achieved excellent results in a range of 

studies. Stojanovski et al. [14] proposed a model to improve sentiment analysis emotion classification. 

They proposed a model that combined CNN with GloVe word embedding to obtain enhanced accuracy. 

They included a sigmoid activated layer and a tangent activated layer in the CNN to improve performance 

further. They also suggested that adding more layers to the network would improve performance. This 

research achieved considerable improvements with an accuracy of 58.84 in emotion identification and an 

F1 score of 64.88 in sentiment analysis. However, the training data imbalance problem still needs to be 

solved [4]. Zhang et al. [9] improved sentiment classification in a text by proposing a model using three 
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different word embeddings to integrate the sentiment meaning into semantic embeddings. The 

coordination of the attention vector with CNN enables the model to extract both local and global features. 

3.2 Emotion classification based on Long Short-Term Memory (LSTM): 

Unlike CNN, LSTM, a variation of Recurrent Neural Networks (RNN) [10], can identify long-term 

dependencies in the input [11, 12]. Different models using LSTM have been proposed to improve the 

capability of emotion classification. Mahmoudi et al. [30] compared a range of approaches from 

traditional machine learning methods to deep learning approaches for improved emotion prediction in the 

stock market. Then they introduced a solution using LSTM to seize long-term dependencies to emphasize 

the linguistic objects. They adopted domain-specific word embedding GloVeST with non-static 

capabilities that allow manipulation of word positions to reflect the word's positive or negative character 

more accurately. The solution achieved enhanced investor emotion classification performance, as 

confirmed by the Wilcoxon Sum-Rank Test (WSuRT) with p≤0.0283. However, the researchers identified 
the limits of their work as originating from the small size of the data set as they had to rely on 

'StockTwits' alone. Furthermore, this research classification is limited to only two types (i.e. bullish and 

bearish) which becomes a problem in a bullish market where the training data class imbalance is of such 

magnitude that it requires extensive modifications before it can be applied to other domains [6] 

3.3 Random forest: 

Random Forest is also referred to as a random decision forest . It is a method based on a decision 
tree and has been used widely for classification as well as regression. Introduced by Ho in 1995 
[7] but was improved further by Breiman in 2001 [9] and published a version that is modified 
and being used currently. The random forest starts with a decision tree such as a binary tree to 
find a variable-value pair from the data trained. The process is recursive and repeating till the 
next maximum depth was reached or when the division of the subset could not be done anymore. 
Random forest works by following these metrics such as information gain , Gini impurity [3], 
and mean square [2] to estimate a new split. Random forest unites decision tree that is weak and 
turns it into a strong learner [3] A different method for predictions for aggregations can be used 
depending on the task [5].  

 

3.4 Emotion classification based on a Hybrid of CNN and LSTM: 

Many approaches combine CNN and LSTM models to capture both short-range and long-range 

dependencies [9], and in many cases, these combinations have provided SOTA systems. Chen et al. [36] 

improved accuracy in sentence-level sentiment classification by proposing a model containing a 

bidirectional LSTM and conditional random fields (BiLSTM-CRF) to classify the sentence type. The 

model also includes a 1- dimensional CNN to classify the emotion, tailored to specific sentence types by 

identifying the number of emotions expressed in each of the sentences. By dividing these sentences into 

groups, it reduces the complexity for each category which means, the learning algorithm has less 

complexity to deal with in the training data. This pipeline strategy obtains improved accuracy with the 

binary labeled version of Stanford sentiment treebank (SST) (88.3%) compared to 85.4% for Customer 

Reviews (CR). 
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Fig 3:FE based classification architecture 

4. Results Analysis 

This section explores about results of various algorithms on different parameters to judge and 

defend existing works 

Table 1:Results of various algorithms compared to proposed algorithm 

 

 

 

Algorithm Precission Recall F1 score Accuracy  (%)

SVM 71.52 72.35 73.58 81

RF 69.25 70.5 72.46 79

CNN 70.62 68.22 72.39 81

LSTM 73.77 59.37 73.95 83

CNN and 

LSTM
74.2 78.63 75.01 86
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Fig 4: chart comparison of all parameters  

Table 2: Algorithm processing time and detection rate 

 

 

 

Fig 5: comparison chart for Algorithm processing time and detection rate 

Algorithm Processing Time(ms) Detection Rate (%)

SVM 9.36 92.55

RF 10.12 91.65

CNN 9.57 93.47

LSTM 9.01 94.21

CNN and 

LSTM
8.95 95.33
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5. Conclusion  

In this paper, we present a model for emotion recognition based on text analysis. Our proposed model 

integrates deep learning and machine learning methodologies, offering several advantages such as the 

ability to handle multi-text sentences, tweets, dialogues, keywords, and vocabulary while accurately 

identifying emotions. Additionally, we explore the characteristics of ECG and EDG signals and detail the 

equipment utilized for data collection, preprocessing, feature extraction, and signal classification. A 

crucial aspect of our discussion involves the classifiers employed and their effectiveness in analyzing 

different physiological signals. The classifiers utilized for emotion classification encompass SVM, cNN, 

and random forest, among others. Notably, SVM consistently yields the most reliable results, achieving 

an accuracy rate of 81% according to the machine learning classifier. On the other hand, in the deep 

learning realm, the LSTM model achieves the highest accuracy at 83%, while the CNN model attains the 

highest F1 score of 72.39%. Our hybrid model delivers a precision rate of 74.2%, recall rate of 78.63%, 

an F1 score of 75.01 and an overall precision rate of 74.2%. 
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