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ABSTRACT  

Flight delays pose significant challenges in 
the aviation sector due to air traffic 
congestion and its adverse effects on both 
economic and environmental aspects. This 
paper addresses the issue by employing 
machine learning classifiers to predict the 
likelihood of flight delays. The models 
utilized include Logistic Regression, 
Decision Tree Regression, Bayesian Ridge, 
Random Forest Regression, and Gradient 
Boosting Regression. The aviation industry, 
experiencing substantial growth over the 
past two decades, has witnessed increased 
air traffic congestion, leading to frequent 
flight delays. These delays not only result in 
financial losses for airlines but also have 
environmental repercussions. In response, 
airlines strive to prevent or minimize delays 
through various measures. The focus of this 
study is to predict the occurrence of flight 
delays using machine learning techniques. 
The selected classifiers—Logistic 
Regression, Decision Tree Regression, 
Bayesian Ridge, Random Forest Regression, 
and Gradient Boosting Regression—are 
applied to analyze relevant data and forecast 
whether a specific flight will experience a 
delay or not. The paper aims to contribute 
valuable insights into developing effective 
strategies for mitigating flight delays. By 
leveraging machine learning algorithms, the 
aviation industry can enhance its ability to 
predict and address delays, thereby 
improving overall operational efficiency and 
minimizing the negative impact on both the 

industry and the environment. The analysis 
includes error calculations to assess the 
accuracy of the models, providing a 
comprehensive evaluation of their predictive 
capabilities. 

INTRODUCTION:  

Statistical modelling is a mathematical way 
of making approximations from input data. 
These approximations are then used to make 
predictions. Statistical models help in 
predicting the future probabilistic behavior 
of a system based on past statistical data. 
Predictive modelling has been used in many 
fields, for example in crime cases to detect 
the likeliness of an email being spam and 
flight delays. In evaluation of how different 
models perform in modelling of flight 
delays, regression models have been found 
efficient in predicting flight delays since 
they highlighted the various causes of flight 
delays. However, they could not categorize 
complex data. Econometric models have 
been used to model scheduled flight 
cancellation and to show how delays from 
one airport were propagated to other 
destinations. These models did not provide a 
complete vindication since they ignored 
variables that were difficult to quantify. 
When subjected to social-economic 
situations, the models showed 
discriminative and subjective results. 
Among the models used, random forest has 
been found to have superior performance. 
Prediction accuracy may vary due to factors 
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such as time of forecast and airline 
dynamics. A developed multiple regression 
model has shown that distance, day and 
scheduled departure are key factors in 
predicting flight delay. However, though the 
model gives flagged out the significant 
factors, its prediction accuracy was poor. 
Moreover, the model is limited to only one 
flight route. Comparison of other models, 
such as the K-means clustering Algorithms 
and Fourier fit model, have shown that 
Fourier fit model could predict flight delays 
with a high precision. However, the two 
models were found to be suitable a single 
airport, but not prediction applied to 
multiple airports. Probability models such as 
the normal distribution and the Poisson 
distribution have been used to Model flight 
departure and arrival delays. However, the 
prediction accuracy varied depending on 
variables such as time duration and the 
number of airports considered. Normal 
distribution was observed to model flight 
departure delays better while arrival delays 
were modeled better by the Poisson 
distribution. However, these models are 
parametric and assume that the response 
takes a particular functional form. If this 
form is not met by the training data set, the 
resulting model will not fit the data well and 
the estimates from this model will be poor. 
Logistic regression model has been used to 
model flight on-time performance. The 
model showed good performance with the 
training data set and the testing data set. The 
variance of the model was also low. 
However, its parametric nature can be a 
weakness if the training data set will not 
meet the assumed functional form. Neural 
networks performed better than logistic 
regression model in prediction of death in 
patients with suspected sepsis in an 
emergency room. This was attributed to the 
neural networks having few features to be 
verified before model construction and its 
ability to fit non-linear relationship between 

dependent and independent variables. 
Support Vector Machine (SVM) model was 
fitted and it was observed to fit all the 
training data set correctly. In prediction of 
auto-ignition temperatures of organic 
compounds, SVM performed better than 
multiple linear regression and back 
propagation neural network. Random forests 
have been used to model delay innovation. 
Results from this study showed that more 
decision trees were better but up to a certain 
critical value. Prediction of new vehicle 
prediction approach in computational 
toxicology led to results with random forest 
performing better than decision tree. 
Random forests and SVM are classified 
under machine learning. Under machine 
learning, the training data is divided into 
several samples. At each sample, a model is 
fitted and tested against the testing data set. 
The sample that yields. The best model is 
obtained from a plot of the train errors and 
the test errors against the sample size. Their 
overall advantage of the SVM and the 
random forest is their non-parametric nature 
in that they do not assume a particular 
functional form of the response under 
investigation. This makes them very flexible 
since they fit a wider range of shapes of the 
response. Modelling studies on flight delays 
are not available for Kenya aviation 
industry. The aim of this study is to compare 
the prediction power of models that have 
been used to predict flight delays at Jomo 
Kenyatta International Airport. Secondary 
data that was obtained from Kenya Airports 
Authority on flights at Jomo Kenyatta 
International Airport. The data was for the 
year 2017/2018 where the year started on 
March 2017 and ended on March 2018. The 
variables used included; the day of the flight 
(that is, Monday to Sunday), the month (that 
is, January to December), the airline, the 
flight class (that is, domestic or 
international), season (that is, summer 
(March to October) or winter (October to 
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March), capacity of the aircraft, flight ID 
(tail number) and whether the flight had 
flown at night or during the day. The data 
was analyzed using R-Score statistical 
software. The time difference between the 
scheduled time and the actual time for 
flights was calculated. A time difference of 
more than 15 minutes was classified as a 
delay and it was given a value 1 and a time 
difference of less than 15 minutes was 
classified a non-delay and given the value 0. 
The three models, logistic regression model, 
SVM model and Random Forest, were fitted 
by machine learning. The entire data set was 
divided into a training data set of 15000 
flights and a testing data set of 5000 flights. 
In fitting the models, different random 
samples were created from the training data 
by the programmed laptop used. For each 
sample, a model was fitted and tested using 
the testing data. 

LITERATURE SURVEY:  

Flight delay prediction has recently gained 
growing popularity due to the significant 
role plays in efficient airline and airport 
operation. Most of the previous prediction 
works consider the single-airport scenario, 
which overlooks the time-varying spatial 
interactions hidden in airport networks. In 
this paper, the flight delay prediction 
problem is investigated from a network 
perspective (i.e., multi -airport scenario). To 
model the time-evolving and periodic graph-

structured information in the airport 
network, a flight delay prediction approach 
based on the graph convolutional neural 
network (GCN) is developed in this paper. 
More specifically, regarding that GCN 
cannot take both delay time series and time-

evolving graph structures as inputs, a 
temporal convolutional block based on the 
Markov property is employed to mine the 
time-varying patterns of flight delays 
through a sequence of graph snapshots. 
Moreover, considering that unknown 

occasional air routes under emergency may 
result in incomplete graph-structured inputs 
for GCN, an adaptive graph convolutional 
block is embedded into the proposed 
method to expose spatial interactions hidden 
in airport networks. Through extensive 
experiments, it has been shown that the 
proposed approach outperforms benchmark 
methods with a satisfying accuracy 
improvement at the cost of acceptable 
execution time. The obtained results reveal 
that deep learning approach based on graph-

structured inputs have great potentials in the 
flight delay prediction problem. , Member, 
IEEE. These delays have led into inevitable 
consequences such as unpleasant passenger 
experiences, followed by economic losses of 
relevant airspace users. The annual cost of 
flight delays to the global economy was 
estimated to be $50 billion in 2019 [5]. Such 
high loss motivates the analysis of air traffic 
delays and the development of more 
advanced flight delay prediction approaches 
in both industry and academia [6]. Index 
Terms—Flight delay prediction, time-

evolving airport network, graph-structured 
information, graph convolutional neural 
network.  

EXISTING SYSTEM:  

Supervised automatic learning algorithms 
Support Vector Machine and the k-nearest 
neighbor to predict delays in the arrival of 
operated flights including the five busiest 
US airports. The precision achieved was 
very low with gradient booster as a classifier 
with a limited data set. Applied machine 
learning algorithms k-Nearest Neighbors to 
predict delays on individual flights. Flight 
schedule data and weather forecasts have 
been incorporated into the model. Sampling 
techniques were used to balance the data 
and it was observed that the accuracy of the 
classifier trained without sampling was 
more that of the trained classifier with 
sampling techniques.  
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DISADVANTAGES OF EXISTING 
SYSTEM:  

• Non-parametric nature do not assume a 
particular functional form of the response 
under investigation data.  

• The predictability may additionally range 
because of factors such as the number of 
origin destination pairs and the forecast 
horizon. 

 • The forecasts were based on some key 
attributes. 

PROPOSED SYSTEM: 

To predict flight delays to train models, we 
have collected data accumulated by the 
Bureau of Transportation, U.S. Statistics of 
all the domestic flights taken in 2015 was 
used. The US Bureau of Transport Statistics 
provides statistics of arrival and departure 
that includes actual departure time, 
scheduled departure time, and scheduled 
elapsed time, wheels-off time, departure 
delay and taxi-out time per airport. 
Cancellation and Rerouting by the airport 
and the airline with the date and time and 
flight labeling along with airline airborne 
time are also provided. The data set consists 
of 31 columns and 20277 and it can grow 
able by our implementation. By using 
pandas library we can fill the missing values 
which is essential for processing data for 
model.  

ADVANTAGES OF PROPOSED 
SYSTEM:  

• Supervised learning technique to gather 
the advantages of having the schedule and 
real arrival time.  

• Algorithms are light computation cost will 
take.  

• We develop a system that predicts for a 
delay in flight departure based on certain 
parameters.  

 

SYSTEM DESIGN: 

• System architecture involves using various 
diagrams like Data Flow, UML, Use Case, 
Class, Sequence, and Activity to model and 
visualize system components, interactions, 
and processes.  

• System architecture involves designing the 
structure and behavior of complex systems, 
including hardware, software, networks, and 
other components, to ensure they work 
together effectively to meet specific 
requirements and objectives.  

• Error calculation in flight delay prediction 
means measuring how much the predicted 
flight delay times differ from the actual 
delay times using metrics like Mean 
Absolute Error or Root Mean Square Error. 

SYSTEM REQUIREMENTS:  

HARDWARE REQUIREMENTS: 

System: Intel Core i7.  

Hard Disk: 1 TB. Monitor: 15’’ L 

ED Input  

Devices: Keyboard, Mouse Ram: 16 GB. 

SOFTWARE REQUIREMENTS:  

Operating system: Windows 10.  

Coding Language: Python  

Tool: PyCharm, Visual Studio Code 
Database: MySQL 

FEASIBILITY STUDY:  

The feasibility of the project is analyzed in 
this phase and business proposal is put forth 
with a very general plan for the project and 
some cost estimates. During system analysis 
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the feasibility study of the proposed system 
is to be carried out. This is to ensure that the 
proposed system is not a burden to the 
company. For feasibility analysis, some 
understanding of the major requirements for 
the system is essential. 

• ECONOMICAL FEASIBILITY  

• TECHNICAL FEASIBILITY  

• SOCIAL FEASIBILITY 

ECONOMICAL FEASIBILITY: 

 This study is carried out to check the 
economic impact that the system will have 
on the organization. The amount of fund that 
the company can pour into the research and 
development of the system is limited. The 
expenditures must be justified. Thus the 
developed system as well within the budget 
and this was achieved because most of the 
technologies used are freely available. Only 
the customized products had to be 
purchased.  

TECHNICAL FEASIBILITY: 

 This study is carried out to check the 
technical feasibility, that is, the technical 
requirements of the system. Any system 
developed must not have a high demand on 
the available technical resources. This will 
lead to high demands on the available 
technical resources. This will lead to high 
demands being placed on the client. The 
developed system must have a modest 
requirement, as only minimal or null 
changes are required for implementing this 
system. 

SOCIAL FEASIBILITY  

The aspect of study is to check the level of 
acceptance of the system by the user. This 
includes the process of training the user to 
use the system efficiently. The user must not 
feel threatened by the system, instead must 
accept it as a necessity. The level of 
acceptance by the users solely depends on 

the methods that are employed to educate 
the user about the system and to make him 
familiar with it. His level of confidence 
must be raised so that he is also able to 
make some constructive criticism, which is 
welcomed, as he is the final user of the 
system. 

SYSTEM ARCHITECTURE :  

 

Fig1: System Architecture 

DATA FLOW DIAGRAM:  

1. The DFD is also called as bubble chart. It 
is a simple graphical formalism that can be 
used to represent a system in terms of input 
data to the system, various processing 
carried out on this data, and the output data 
is generated by this system.  

2. The data flow diagram (DFD) is one of 
the most important modeling tools. It is used 
to model the system components. These 
components are the system process, the data 
used by the process, an external entity that 
interacts with the system and the 
information flows in the system.  

3. DFD shows how the information moves 
through the system and how it is modified 
by a series of transformations. It is a 
graphical technique that depicts information 
flow and the transformations that are 
applied as data moves from input to output. 
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Fig2: Data Flow Diagram 

UML DIAGRAMS: 

UML stands for Unified Modeling 
Language. UML is a standardized general-
purpose modeling language in the field of 
object-oriented software engineering. The 
standard is managed, and was created by, 
the Object Management Group. The goal is 
for UML to become a common language for 
creating models of object oriented computer 
software. In its current form UML is 
comprised of two major components: a 
Meta-model and a notation. In the future, 
some form of method or process may also 
be added to; or associated with, UML. The 
Unified Modeling Language is a standard 
language for specifying, Visualization, 
Constructing and documenting the artifacts 
of software system, as well as for business 
modeling and other non-software systems. 
The UML represents a collection of best 
engineering practices that have proven 
successful in the modeling of large and 
complex systems. The UML is a very 
important part of developing objects 
oriented software and the software 
development process. The UML uses mostly 
graphical notations to express the design of 
software projects.  

USE CASE DIAGRAM:  

A use case diagram in the Unified Modeling 
Language (UML) is a type of behavioral 
diagram defined by and created from a Use-

case analysis. Its purpose is to present a 
graphical overview of the functionality 

provided by a system in terms of actors, 
their goals (represented as use cases), and 
any dependencies between those use cases. 
The main purpose of a use case diagram is 
to show what system functions are 
performed for which actor. Roles of the 
actors in the system can be depicted.  

  
Fig3: Use Case Diagram 

CLASS DIAGRAM:  

In software engineering, a class diagram in 
the Unified Modeling Language (UML) is a 
type of static structure diagram that 
describes the structure of a system by 
showing the system's classes, their 
attributes, operations (or methods), and the 
relationships among the classes. It explains 
which class contains information.  

 

Fig4: Class Diagram 

SEQUENCE DIAGRAM:  

A sequence diagram in Unified Modeling 
Language (UML) is a kind of interaction 
diagram that shows how processes operate 
with one another and in what order. It is a 
construct of a Message Sequence Chart. 
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Sequence diagrams are sometimes called 
event diagrams, event scenarios, and timing 
diagrams.  

  
Fig5: Sequence Diagram 

ACTIVITY DIAGRAM:  

Activity diagrams are graphical 
representations of work flows of stepwise 
activities and actions with support for 
choice, iteration and concurrency. In the 
Unified Modeling Language, activity 
diagrams can be used to describe the 
business and operational step-by-step work 
flows of components in a system. An 
activity diagram shows the overall flow of 
control.  

 

Fig6: Activity Diagram 

 

IMPLEMENTATION:  

MODULES:  

• User  

• Admin  

• Data pre-process 

 • Model Execution 

MODULES DESCRIPTION: 

User: 

 The User can register the first. While 
registering he required a valid user email 
and mobile for further communications. 
Once the user register then admin can 
activate the customer. Once admin activated 
the User then user can login into our system. 
The dataset collected from US Bureau of 
Transport is not directly processed. Before 
process we need to clean the data. Once 
clean the data then user can test the 
departure delay performance based on 
selected models. The user can see the results 
in the browser. The all error scores 
displayed and graphical representation can 
be displayed. 
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Admin:  

Admin can login with his credentials. Once 
he login he can activate the users. The 
activated user only login in our applications. 
We have studied from various sources to 
find out which parameters will be most 
appropriate to predict the departure and 
arrival delays. After several searches we 
conclude the dataset parameters are Day, 
Departure Delay, Airline, Flight Number, 
Destination Airport, Origin Airport, Day of 
Week, and Taxi out. So this data we 
consider for further process. 

Data Pre-process:  

The admin provided data has been stored in 
the SQLite database. To process our 
methodology we need to perform data 
cleaning process. By using pandas data 
frame we can fill the missing values with its 
mean type. Once data cleaned the data will 
be displayed on the browser. 

Model Execution 

 Machine learning models such as Logistic 
Regression, Decision Tree Regression, 
Bayesian Ridge, Random Forest Regression 
and Gradient Boosting Regression we 
predict result. The MSE is appropriate for 
our regression problems since it is 
differentiable, contributing to the stability of 
the algorithms. It also heavily punishes the 
bigger errors over smaller errors. MAE is a 
risk providing metric which tells the 
expected value of the absolute error loss. 
Explained Variance Score proportion with 
which our machine learning model explains 
the scattering of the dataset is measured by 
this technique. R2 Score Goodness of fit is 
indicated by this metric and hence it 
measures the probability of the model to 
predict unknown samples, through the 
proportion of explained variance. The best 
score can be 1.0 and the score can also be 
negative. 

SOFTWARE ENVIRONMENT  

PYTHON  

Python is a general-purpose interpreted, 
interactive, object-oriented, and high level 
programming language. An interpreted 
language, Python has a design philosophy 
that emphasizes code readability (notably 
using white space indentation to delimit 
code blocks rather than curly brackets or 
keywords), and a syntax that allows 
programmers to express concepts in fewer 
lines of code than might be used in 
languages such as C++or Java. It provides 
constructs that enable clear programming on 
both small and large scales. Python 
interpreters are available for many operating 
systems. C Python, the reference 
implementation of Python, is open source 
software and has a community-based 
development model, as do nearly all of its 
variant implementations. C Python is 
managed by the non-profit Python Software 
Foundation.  

    

SYSTEM TEST  

The purpose of testing is to discover errors. 
Testing is the process of trying to discover 
every conceivable fault or weakness in a 
work product. It provides a way to check the 
functionality of components, sub-

assemblies, assemblies and/or a finished 
product It is the process of exercising 
software with the intent of ensuring that the 
Software system meets its requirements and 
user expectations and does not fail in an 
unacceptable manner. There are various 
types of test. Each test type addresses a 
specific testing requirement.  

TYPES OF TESTS  

Unit testing 

Unit testing involves the design of test cases 
that validate that the internal program logic 
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is functioning properly, and that program 
inputs produce valid outputs. All decision 
branches and internal code flow should be 
validated. It is the testing of individual 
software units of the application .it is done 
after the completion of an individual unit 
before integration. This is a structural 
testing, that relies on knowledge of its 
construction and is invasive. Unit tests 
perform basic tests at component level and 
test a specific business process, application, 
and/or system configuration. Unit tests 
ensure that each unique path of a business 
process performs accurately to the 
documented specifications and contains 
clearly defined inputs and expected results.  

Integration testing  

Integration tests are designed to test 
integrated software components to 
determine if they actually run as one 
program. Testing is event driven and is more 
concerned with the basic outcome of screens 
or fields. Integration tests demonstrate that 
although the components were individually 
satisfaction, as shown by successfully unit 
testing, the combination of components is 
correct and consistent. Integration testing is 
specifically aimed at exposing the problems 
that arise from the combination of 
components.  

System Test  

System testing ensures that the entire 
integrated software system meets 
requirements. It tests a configuration to 
ensure known and predictable results. An 
example of system testing is the 
configuration oriented system integration 
test. System testing is based on process 
descriptions and flows, emphasizing per-
driven process links and integration points  

White Box Testing  

White Box Testing is a testing in which in 
which the software tester has knowledge of 

the inner workings, structure and language 
of the software, or at least its purpose. It is 
purpose. It is used to test areas that cannot 
be reached from a black box level. 

Black Box Testing  

Black Box Testing is testing the software 
without any knowledge of the inner 
workings, structure or language of the 
module being tested. Black box tests, as 
most other kinds of tests, must be written 
from a definitive source document, such as 
specification or requirements document, 
such as specification or requirements 
document. It is a testing in which the 
software under test is treated, as a black box 
.you cannot “see” into it. The test provides 
inputs and responds to outputs without 
considering how the software works.  

INPUT AND OUTPUT DESIGN: 

INPUT DESIGN  

The input design is the link between the 
information system and the user. It 
comprises the developing specification and 
procedures for data preparation and those 
steps are necessary to put transaction data in 
to a usable form for processing can be 
achieved by inspecting the computer to read 
data from a written or printed document or it 
can occur by having people keying the data 
directly into the system. The design of input 
focuses on controlling the amount of input 
required, controlling the errors, avoiding 
delay, avoiding extra steps and keeping the 
process simple. The input is designed in 
such a way so that it provides security and 
ease of use with retaining the privacy. Input 
Design considered the following things:  

➢What data should be given as input?  

➢How the data should be arranged or 
coded? ➢The dialog to guide the operating 
personnel in providing input.  
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➢ Methods for preparing input validations 
and steps to follow when error occur. 

OBJECTIVES  

1. Input Design is the process of converting 
a user-oriented description of the input into 
a computer-based system. This design is 
important to avoid errors in the data input 
process and show the correct direction to the 
management for getting correct information 
from the computerized system.  

2. It is achieved by creating user-friendly 
screens for the data entry to handle large 
volume of data. The goal of designing input 
is to make data entry easier and to be free 
from errors. The data entry screen is 
designed in such a way that all the data 
manipulates can be performed. It also 
provides record viewing facilities. 

 3. When the data is entered it will check for 
its validity. Data can be entered with the 
help of screens. Appropriate messages are 
provided as when needed so that the user 
will not be in maize of instant. Thus the 
objective of input design is to create an 
input layout that is easy to follow. 

OUTPUT DESIGN  

A quality output is one, which meets the 
requirements of the end user and presents 
the information clearly. In any system 
results of processing are communicated to 
the users and to other system through 
outputs. In output design it is determined 
how the information is to be displaced for 
immediate need and also the hard copy 
output. It is the most important and direct 
source information to the user. Efficient and 
intelligent output design improves the 
system’s relationship to help user decision-

making.  

1. Designing computer output should 
proceed in an organized, well thought out 
manner; the right output must be developed 
while ensuring that each output element is 

designed so that people will find the system 
can use easily and effectively. When 
analysis design computer output, they 
should Identify the specific output that is 
needed to meet the requirements. 2. Select 
methods for presenting information. 3. 
Create document, report, or other formats 
that contain information produced by the 
system. The output form of an information 
system should accomplish one or more of 
the following objectives.  

• Convey information about past activities, 
current status or projections of the 

 • Future.  

• Signal important events, opportunities, 
problems, or warnings.  

• Trigger an action.  

• Confirm an action. 

 

 

RESULTS: 

 

  
Fig7: Home Page 

  
Fig8: Register Form 
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            Fig9: User Login Form 

 

Fig10: Pre-processed Data 

 

  
    Fig11: Result 

  
  Fig12: User Side Graph 

  
      Fig13: Admin View Results 

 

             Fig14: Arrival Graph 

 

  
                    Fig15: Arrival Graph 
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      Fig16: Server Side Result 

 

CONCLUSION: 

Machine learning algorithms were applied 
progressively and successively to predict 
flight arrival & delay. We built five models 
out of this. We saw for each evaluation 
metric considered the values of the models 
and compared them. We found out that: - 
In Departure Delay, Random Forest 
Regressor was observed as the best model 
with Mean Squared Error 2261.8 and 
Mean Absolute Error 24.1, which are the 
minimum value found in these respective 
metrics. In Arrival Delay, Random Forest 
Regressor was the best model observed 
with Mean Squared Error 3019.3 and 
Mean Absolute Error 30.8, which are the 
minimum value found in these respective 
metrics. In the rest of the metrics, the 
value of the error of Random Forest 
Regressor although is not minimum but 
still gives a low value comparatively. In 
maximum metrics, we found out that 
Random Forest Regressor gives us the best 
value and thus should be the model 
selected.  
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