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ABSTRACT: 

 

Information and Communication Technologies have propelled social networking and 

communication, but cyber bullying poses significant challenges. Existing user-dependent 

mechanisms for reporting and blocking cyber bullying are manual and inefficient. Conventional 

Machine Learning and Transfer Learning approaches were explored for automatic cyber bullying 

detection. The study utilized a comprehensive dataset and structured annotation process. Textual, 

sentiment and emotional, static and contextual word embeddings, psycholinguistics, term lists, 

and toxicity features were employed in the Conventional Machine Learning approach. This 

research introduced the use of toxicity features for cyber bullying detection. Contextual 

embeddings of word Convolutional Neural Network (Word CNN) demonstrated comparable 

performance, with embeddings chosen for its higher F-measure. Textual features, embeddings, 

and toxicity features set new benchmarks when fed individually. This outperformed Linear SVC 

in terms of training time and handling high-dimensionality features. Transfer Learning utilized 

Word CNN for fine-tuning, achieving a faster training computation compared to the base 

models. Additionally, cyber bullying detection through Flask web was implemented, yielding an 

accuracy of 97.06%. The reference to the specific dataset name was omitted for privacy. 

 

INRODUCTION: 
Information and Communication Technologies (ICT) have become an integral part of everyone’s 

life, evolving imperceptibly with time, catalyzing online communication between people. 

Communication has been just one button click with the widespread use of the online platform, 

facilitating the growth of social networking. ICT dominance has a dark side when people easily 

misuse technological advancement with abusive behaviors such as cyberbullying. Cyberbullying 
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is the expanded form of direct or traditional bullying through electronic platforms. Social media 

becomes the virtual medium for bullying, shielding the bully’s identity, making detecting 

cyberbullying a complex and challenging mission to protect online communities. Cyberbullying 

cases increase with volumized Internet usage because it can be easily committed anonymously, 

leading to a grave public health concern that brings many negative impacts, such as mental, 

psychological, and social problems. While cyberbullying victims tend to suffer from mental 

health problems such as depression, anxiety, loneliness, and anhedonia, some are reported to be 

committing self-injurious behavior and suicidal ideation. 

The expected outcome of this research is the development of classification models that can 

effectively detect cyberbullying and non-cyberbullying events from unruly posts by applying the 

knowledge of state of the art in NLP and Deep Learning. This work incorporates text pre-

processing, feature engineering, model development using word CNN. 

. 

 LITERATURE SURVEY 

I. Cyber Bullying Detection Using Machine Learning. 

Cyber bullying has evolved as a severe problem hurting children, teenagers, and young adults as 

a result of the increasing use of social media. Automatic detection of bullying communications in 

social media is now possible, thanks to machine learning techniques, which could aid in the 

creation of a healthy and safe social media environment. One major issue in this important 

research area is robust and discriminative numerical representation learning of text messages. To 

address this challenge, we offer a new representation learning method in this study. The 

Semantic-Enhanced Marginalized Denoising Auto-Encoder (SMSDA) is a semantic 

enhancement of the popular deep learning model stacked denoising Auto-Encoder. The semantic 

extension is made up of semantic dropout noise and sparsity constraints, with the semantic 

dropout noise being the most important. 
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II.Cyber Bullying Detection for Twitter Using ML Classification Algorithms. 

Social networking platforms have given us incalculable opportunities than ever before, and its 

benefits are undeniable. Despite benefits, people may be humiliated, insulted, bullied, and 

harassed by anonymous users, strangers, or peers. Cyberbullying refers to the use of technology 

to humiliate and slander other people. It takes form of hate messages sent through social media 

and emails. With the exponential increase of social media users, cyberbullying has been emerged 

as a form of bullying through electronic messages. We have tried to propose a possible solution 

for the above problem, our project aims to detect cyberbullying in tweets using ML 

Classification algorithms like Naïve Bayes, KNN, Decision Tree, Random Forest, Support 

Vector etc. and also we will apply the NLTK (Natural language toolkit) which consist of bigram, 

trigram, n-gram and unigram on Naïve Bayes to check its accuracy. Finally, we will compare the 

results of proposed and baseline features with other machine learning algorithms. Findings of the 

comparison indicate the significance of the proposed features in cyberbullying detection. The 

study reviewed and identified Naïve bayes N-gram gives the best accuracy and also the system is 

able to identify the bullied and non-bullied statements. 

III. Detecting A Twitter Cyberbullying Using Machine Learning. 

 Social media is a platform where many young people are getting bullied. As social networking 

sites are increasing, cyberbullying is increasing day by day. To identify word similarities in the 

tweets made by bullies and make use of machine learning and can develop an ML model 

automatically detect social media bullying actions. However, many social media bullying 

detection techniques have been implemented, but many of them were textual based. The goal of 

this paper is to show the implementation of software that will detect bullied tweets, posts, etc. A 

machine learning model is proposed to detect and prevent bullying on Twitter. Two classifiers 

i.e. SVM and Naïve Bayes are used for training and testing the social media bullying content. 

Both Naive Bayes and SVM (Support Vector Machine) were able to detect the true positives 

with 71.25% and 52.70% accuracy respectively. But SVM outperforms Naive Bayes of similar 

work on the same dataset. Also, Twitter API is used to fetch tweets and tweets are passed to the 

model to detect whether the tweets are bullying or not.  
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PROPOSED TECHNIQUE USED OR ALGORITHM USED: 

 

 Word Convolutional Neural Network (word CNN): 

 The suggested method makes use of Word CNN's capabilities to identify cyber bullying. 

The WORD CNN is adjusted to the unique characteristics of cyber bullying in the dataset 

by Transfer Learning. By going through this procedure, the model's capacity to identify 

subtle patterns is improved and training computation is accelerated in comparison to 

beginning from zero. 

 Crucially, the contextual embeddings produced by the WORD CNN show comparable 

performance with larger F-measures. This method adds to a more complete cyber 

bullying detection model by expanding on the traditional usage of embeddings and 

introducing a fresh take on toxicity characteristics. In addition to improving accuracy, the 

system's use of WORD CNN shows a progressive approach to tackling the changing 

difficulties associated with online social interactions. 

 

 

Fig 4.11: System Architecture 
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IMPLEMENTATION 

 Convolutional Neural Networks (CNNs) are known to have a good performance on data with a 

high locality when words get more care weight about the features surrounding them. We are 

trying to get high priority in the text given their short length and their tendency to focus on 

cyberbullying. We used CNNs that received input text in the form of sequences of integer 

representations are arising from the unigrams. The character processing included the conversion 

of emoticons into word and the removal of non-Latin characters. We also removed frequently 

occurring URL components (e.g., names of popular websites), metadata encoded in the main 

body text (e.g., ‘RT: ’), and a variety of social media platform-specific features. Hashtags and 

@- mentions were reduced to binary features. The text was then lower-cased and tokenized using 

NLTK’s TweetTokenizer3.The tokenized text was next encoded using a dictionary of integers, 

with the original ordering of the tokens preserved 

CONCLUSION 

In conclusion, the unanticipated rise in cyberbullying as a result of technology advancement has 

highlighted the pressing need for efficient preventive measures. Automated detection methods 

must be developed and put into place since they have the potential to have severe and broad 

effects on Internet users. This is a preventative measure that also makes a substantial 

contribution to reducing the number of cyberbullying incidences. Although textual 

characteristics have been the mainstay of past techniques for classifying cyberbullying, this 

research has taken a more thorough approach by exploring many feature categories. We have 

broadened the range of possible indications for cyberbullying detection by examining textual 

features, sentiment and emotional features, embeddings, psycholinguistic features, word lists 

characteristics, and toxicity features. Our models' use of Word CNN has shown to be quite 

successful, as seen by their remarkable 97.06% accuracy rate. This illustrates how reliable and 

effective the suggested method is in locating and stopping instances of cyberbullying. The 

model's excellent accuracy rate demonstrates its adaptability and recognition of many patterns 

and settings in the intricate world of online communication. 
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