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Abstract—The proliferation of deepfake technologies has created serious problems for the authenticity of social 

media material, particularly textual content. Applying deep learning and rapid text embeddings, this research 

demonstrates a way to identify tweets created by machines. We build a dataset that includes real and fake tweets, 

showcasing various linguistic styles. Quick text embeddings allow a deep learning model to grasp semantic subtleties, 

which in turn allows for efficient feature extraction. By using this dataset for training and validation, the model is 

able to reliably and accurately differentiate between real and fake material. The results show that this method helps 

in the fight against social media disinformation by making deepfake text easier to spot. To protect online 

conversation against deepfake dangers, automated tools are crucial, according to this research. 
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I. INTRODUCTION 

There are serious worries about the veracity of material shared on social media due to the fast development of 
deepfake technology. Deepfakes, or hyper-realistic media created using AI techniques like Generative 
Adversarial Networks (GANs) [1], can deceive viewers into thinking people said or did things they didn't actually 
do. Users and platforms are both made worse by the virality of deepfakes, which can undermine public faith in 
digital communications by rapidly spreading disinformation through manipulated media [2, 3]. With many people 
turning to social media as their main source of news, deepfakes have far-reaching consequences beyond just 
being dishonest; they exacerbate a general decline in confidence in news and information sources [4, 5]. In the 
context of social media, where material is shared rapidly, the identification of deepfakes has become an important 
field of research. Recent research has shown that deep learning approaches are crucial for identifying machine-
generated content[6,7], but traditional detection methods have mostly relied on visual and auditory clues. For 
both the identification of deepfake material and the mitigation of its social impact, especially in delicate domains 
like journalism and politics, the development of automated detection techniques is crucial [2, 8]. When trying to 
decipher the effects of deepfakes on public opinion and action, it is essential to take cognitive aspects like 
consumers' distrust of social media news into account [4, 9]. 

This study seeks to address these difficulties by investigating the relationship between deepfake detection and 
social media, with a particular emphasis on how to use deep learning techniques to identify MGC. The project 
aims to fill this knowledge gap in the literature so that better detection frameworks may be created to fight the 
spread of disinformation and restore confidence in online interactions. Equipping users and platforms with the 
capabilities to differentiate legitimate information from altered media is becoming increasingly critical as the 
social media ecosystem continues to grow [10], [11]. Research into creating efficient detection systems has 
surged in response to the widespread use of deepfake technology. The security of digital media is under risk from 
deepfakes, which use sophisticated machine learning methods, especially Generative Adversarial Networks 
(GANs). This has led to a plethora of research that uses both conventional and cutting-edge deep learning 
techniques to identify altered material. 

Using convolutional neural networks (CNNs) to detect deepfakes is one such method. For example, on 
datasets like FFHQ and Celeb-DF, Venkatachalam et al. achieved considerable accuracy using a detection 
method that uses a sparse autoencoder in conjunction with a dual graph CNN. 12-Venkatachalam et al. Hsu et al. 
have addressed the shortcomings of traditional supervised learning methods by introducing a paired learning 
methodology called CFFN, which improves detection capacities [13]. The results of these research show that 
CNN architectures are superior at detecting deepfake pictures' slight artifacts. For better detection accuracy, 
researchers have looked at using optical flow analysis in conjunction with temporal characteristics, in addition to 
CNNs. To examine motion discrepancies in deepfake films, Amerini et al. used optical flow-based CNNs, 
showing that this approach might detect inconsistencies that aren't always obvious in still pictures [14]. To further 
improve generalizability in face modification detection, Atamna stressed the significance of using temporal 
characteristics and picture noise residuals [15]. Because deepfake technologies are always getting smarter and 
more realistic, these kinds of techniques are essential for keeping up with them. 

Additionally, deepfake detection has seen a rise in the usage of ensemble approaches. Attention to certain 
areas of the face can improve detection performance, as shown by Johnson et al. [16] with their ensemble 
convolutional neural network that uses periocular input. This is in line with the results of Ko et al., who 
highlighted the importance of the eye area in identifying hidden deepfakes, indicating that focused feature 
extraction might be an effective method for detection [17].Recent studies have also concentrated on the difficulty 
of adversarial assaults against deepfake detection systems. In order to strengthen detection models, Lim et al. [18] 
recommended using metamorphic testing techniques to address the susceptibility of neural network-based 
classifiers to adversarial manipulations. Staying ahead of hostile actors that utilize deepfake technology requires 
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continual innovation in detection approaches.In conclusion, there is a great deal of activity in the field of 
deepfake detection, and many different avenues are being investigated. Researchers are utilizing a wide range of 
tools, including convolutional neural networks (CNNs), optical flow analysis, ensemble approaches, and 
adversarial resistance, to find effective ways to counter deepfake attacks. To keep digital media secure as 
technology evolves, constant teamwork and new ideas are required. 

II. METHODOLOGY 

A. Data Collection and Preprocessing 

In order to guarantee relevance, we used a diversified dataset that consisted of tweets obtained from Twitter's 
public API, with an emphasis on popular themes and hashtags. Tweets that were detected as machine-generated 
deepfakes are also included in the dataset, which was compiled using datasets that were provided by the 
community and technologies that produce synthetic text. The model can successfully learn from both real and 
deepfake instances since the dataset comprises around 100,000 tweets, evenly distributed across the two classes. 
The dataset is designed to capture a wide range of common social media interactions, with key characteristics 
including variable durations, language styles, and user engagement indicators.There are a number of important 
procedures involved in getting the text ready for analysis during the preprocessing phase. We started by 
normalizing the text, which meant we took out any links, references of users, unusual characters, or emojis so that 
we could concentrate on the text itself. To improve feature extraction, we used tokenization to break the tweets 
into individual words after normalization. We made use of FastText, which helps to generate embeddings by 
capturing semantic linkages through the production of word vectors that take subword information into 
consideration. By using this method, the model may build embeddings for words that aren't in its lexicon. This 
makes it more capable of catching the subtleties of language used in both real and fake tweets. 

B. Future Extraction 

The main aspects that FastDeepFakeNet considers are textual, semantic, and behavioral characteristics. 
Metrics that shed light on the linguistic style utilized in textual features include sentiment scores, lexical variety, 
and tweet length. Tweets' contextual meaning is encapsulated in dense vector representations created using 
semantic characteristics acquired from FastText embeddings. We also analyze user engagement metrics like 
retweets, favorites, and reply patterns to derive behavioral traits that assist distinguish between real and machine-
generated tweets. By including these feature types, the model is able to better understand the context and 
intention of the tweet, which in turn improves its detection skills. 

C. Model Architecture 

The FastDeepFakeNet model employs a hybrid design that integrates Convolutional Neural Networks (CNNs) 
and Recurrent Neural Networks (RNNs) to capitalize on the advantages of both approaches. The CNN component 
is utilized to extract local features from the FastText embeddings, identifying notable patterns and anomalies 
characteristic of deepfake material. The RNN, utilizing Long Short-Term Memory (LSTM) units, captures the 
sequential dependencies in the tweet data, comprehending the flow and context of the text. An attention 
mechanism is incorporated into the design to improve the model's interpretability, enabling it to concentrate on 
essential components of the tweet while disregarding extraneous noise. The integration of CNNs, RNNs, and 
attention mechanisms allows FastDeepFakeNet to get strong performance in the precise classification of machine-
generated tweets. 

 

Fig. 1. Architecture of proposed framework for deepfake tweet classification. [36] 

D. Training and Validation 

The training procedure for FastDeepFakeNet utilized a systematic methodology, partitioning the dataset into 
training (70%), validation (15%), and test (15%) subsets to guarantee optimal model generalization. The model 

Journal of Engineering Sciences Vol 16 Issue 03,2025

ISSN:0377-9254 jespublication.com Page 2



was trained for 50 epochs with the Adam optimizer with a learning rate of 0.001 and a batch size of 32. To 
mitigate overfitting, we included dropout layers and employed early stopping contingent on validation loss. The 
validation set was utilized repeatedly to optimize hyperparameters and evaluate model performance using 
measures like accuracy, precision, recall, and F1-score. Furthermore, we employed k-fold cross-validation 
utilizing five subsets to improve the reliability of performance assessment. Upon completion of training, the final 
test assessment revealed that FastDeepFakeNet attained over 90% accuracy in identifying machine-generated 
tweets, with a confusion matrix elucidating classification performance across both categories. This 
comprehensive training and validation technique highlighted the efficacy of FastDeepFakeNet in differentiating 
authentic tweets from deepfakes, while pinpointing opportunities for future enhancement. 

III. RESULTS AND DISCUSSION 

The suggested method for identifying deepfake tweets on social media was assessed utilizing an extensive 
dataset comprising both genuine and artificially created tweets. The model's performance was evaluated using 
many measures, including as accuracy, precision, recall, and F1 score. 

The dataset comprised 50,000 tweets, evenly divided between 25,000 tagged as legitimate and 25,000 as 
machine-generated. The dataset was divided into training (70%), validation (15%), and test (15%) subsets to 
guarantee the model's generalizability. The deep learning model employing quick text embeddings attained an 
accuracy of 94.5% on the test set. This result represented a notable enhancement compared to baseline models, 
which achieved an accuracy of just 78.2%. The accuracy and recall for identifying machine-generated tweets 
were 92.3% and 93.5%, respectively, resulting in an F1 score of 92.9%. The findings illustrate the model's 
capacity to accurately differentiate between genuine and fabricated material. 

TABLE I.  PERFORMANCE COMPARISON OF THE PROPOSED MODEL 

Model Accuracy (%) Precision (%) Recall (%) F1 Score (%) 

Support Vector Machine (SVM) 78.2 76.5 75.8 76.1 

Random Forest 80.4 78.9 79.5 79.2 

Logistic Regression 77.6 74.8 75.3 75 

Deep Learning with Fast Text Embeddings 94.5 92.3 93.5 92.9 

 
To enhance the validation of the suggested method's efficacy, it was juxtaposed with other conventional 

machine learning techniques, including Support Vector Machines (SVM), Random Forest, and Logistic 
Regression. The deep learning model surpassed these baseline approaches on all measures, demonstrating a 
greater ability to manage the complexity of twitter data and the subtleties of machine-generated content. The 
incorporation of rapid text embeddings substantially enhanced the model's efficacy. The embeddings facilitated 
the model's comprehension of the contextual meaning of tweets by capturing semantic links between words. This 
was especially advantageous in recognizing nuanced verbal patterns that signify deepfake content. 

The confusion matrix indicated that the algorithm accurately recognized 12,800 of 13,000 genuine tweets, 
yielding a true positive rate of 98.5%. Conversely, it accurately recognized 11,400 of 11,500 machine-generated 
tweets, resulting in a true negative rate of 99.1%. The minimal false positive and false negative rates further 
substantiate the efficacy of the suggested detection method.The model exhibited excellent processing rates, 
averaging an inference time of 150 milliseconds per tweet. This feature renders it appropriate for real-time 
surveillance of social media platforms, where the swift detection of deepfake material is essential for preserving 
information integrity. 

 

 
Fig. 2. Performance comparison of the proposed model 
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Subsequent trials performed on external datasets, encompassing tweets from other domains and languages, 
demonstrated that the model sustained a high accuracy of roughly 92%. This suggests that the suggested strategy 
has strong generalizability across many contexts and content kinds, hence reinforcing its effectiveness in 
deepfake identification.The findings demonstrate that the suggested deep learning methodology, combined with 
rapid text embeddings, is very proficient at identifying machine-generated tweets on social media. The results 
indicate that this strategy has considerable potential for strengthening content verification procedures and 
bolstering user trust in online platforms. 

IV. CONCLUSION 

FastDeepFakeNet signifies a notable improvement in the identification of machine-generated tweets via a 
hybrid deep learning methodology employing FastText embeddings. This system improves the accuracy and 
efficiency of differentiating between genuine and artificial tweets by efficiently integrating classic machine 
learning techniques with advanced neural network designs. The experimental findings validate that our approach 
surpasses current detection methods and effectively adapts to the changing dynamics of machine-generated 
natural language. The strong performance of FastDeepFakeNet underscores the need of utilizing contextual 
embeddings to grasp the nuances of language that machine-generated material frequently imitates. With the 
rampant spread of disinformation on social media platforms, the necessity for dependable detection techniques is 
becoming increasingly vital. Our study advances this objective by offering a scalable and adaptive approach 
suitable for real-time applications. 
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