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ABSTRACT 

Starting and managing a restaurant involves significant challenges, and one of the 

most crucial tasks is evaluating customer feedback. Analyzing and comparing reviews 

can be time-consuming and overwhelming for restaurant owners. Given the 

importance of reviews in influencing dining decisions, this paper presents an efficient 

model for predicting restaurant reviews based on a set of customer feedback. The 

reviews are classified into two categories: 0 for negative and 1 for positive. By 

employing Natural Language Processing (NLP) techniques and Support Vector 

Machines (SVM), the model aims to accurately predict review sentiments. The 

findings from this research can serve as a valuable tool for review platforms, enabling 

users to sort and filter reviews according to their preferences, while also offering 

restaurant owners insights for improving their services and marketing strategies. 

Keywords: Review Prediction, Sentiment Analysis, Natural Language Processing 

(NLP), Support Vector Machines (SVM). 

I.INTRODUCTION 

In today’s digital age, customer reviews 

play a pivotal role in shaping the 

reputation and success of restaurants. 

With the rapid expansion of online 

platforms, potential diners often rely on 

these reviews to guide their dining 

decisions, making it imperative for 

restaurant owners to not only monitor 

but also understand the sentiments 

expressed in customer feedback. 

However, manually analyzing a large 

volume of reviews can be a daunting 

task, as it involves sifting through 

countless comments to gauge the overall 

sentiment of the customers. This 

challenge is compounded when 

restaurant owners need to compare their 

reviews with competitors or track their 

performance over time. To address this 

issue, this project aims to develop an 

efficient system for predicting restaurant 

Journal of Engineering Sciences Vol 16 Issue 04,2025

ISSN:0377-9254 jespublication.com Page 834



reviews using Natural Language 

Processing (NLP) techniques. By 

leveraging NLP methods, the system can 

automatically classify customer 

feedback into positive or negative 

sentiments. This is achieved using 

machine learning models, particularly 

Support Vector Machines (SVM), which 

have proven to be effective in sentiment 

classification tasks. The ability to 

predict and categorize reviews can 

benefit both restaurant owners and 

potential customers. For restaurant 

owners, understanding the sentiment 

behind reviews can provide valuable 

insights into customer satisfaction, 

helping them make informed decisions 

about their services and marketing 

strategies. For customers, it can allow 

them to filter and sort reviews according 

to their preferences, making it easier to 

make well-informed dining choices. In 

this study, we explore how sentiment 

analysis, driven by SVM and NLP, can 

be applied to restaurant reviews for 

automated review prediction. The model 

can serve as a tool for improving 

customer experience, supporting data-

driven decision-making, and ultimately 

enhancing the overall business strategy 

of restaurant owners. 

II.LITERATURE REVIEW 

In recent years, the use of sentiment 

analysis in various domains has garnered 

considerable attention, particularly in 

analyzing customer feedback for 

services such as restaurants, hotels, and 

retail. The application of Natural 

Language Processing (NLP) techniques 

to predict and classify sentiments 

expressed in customer reviews has 

shown promising results, with numerous 

studies addressing various methods for 

sentiment classification, model 

performance, and the specific challenges 

in handling restaurant reviews. 

1. Sentiment Analysis in Customer 

Reviews: 

Sentiment analysis involves determining 

the sentiment or opinion expressed in a 

piece of text, typically classifying it into 

positive, negative, or neutral categories. 

Several studies have focused on utilizing 

sentiment analysis in customer reviews 

to gauge customer satisfaction and 

predict consumer behavior. According to 

Pang and Lee (2008), sentiment analysis 

is a subfield of NLP that aims to 

automatically detect and classify 

subjective information in textual data. 

Early works in sentiment analysis 

leveraged simple approaches like bag-

of-words and lexical-based techniques, 
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which struggled with context and 

domain-specific nuances. 

2. Support Vector Machines (SVM) 

for Sentiment Classification: 

Support Vector Machines (SVM) have 

become one of the most widely used 

machine learning algorithms for text 

classification tasks, including sentiment 

analysis. SVMs perform well on high-

dimensional data such as text, where 

each word or feature can be considered a 

separate dimension. Research by 

Joachims (1998) demonstrated that 

SVMs, when combined with proper 

feature extraction methods, outperform 

other classifiers in terms of accuracy and 

efficiency in text classification tasks. 

For restaurant reviews, SVM models 

have been shown to effectively 

differentiate between positive and 

negative sentiments, making them a 

popular choice for sentiment 

classification in this domain. 

3. Natural Language Processing in 

Review Prediction: 

NLP techniques play a vital role in 

understanding the structure, context, and 

meaning behind customer reviews. Liu 

(2012) outlined several key techniques 

used in NLP for sentiment analysis, such 

as tokenization, stemming, 

lemmatization, and part-of-speech 

tagging. These techniques help 

preprocess and transform raw text data 

into a structured form that can be fed 

into machine learning algorithms like 

SVM. For restaurant review prediction, 

NLP techniques can identify sentiment-

bearing words and phrases such as 

"delicious," "terrible," "slow service," 

and "friendly staff," which are critical 

for determining the overall sentiment of 

a review. Several studies have applied 

NLP to restaurant review prediction, 

demonstrating its effectiveness in 

extracting sentiment from text and 

classifying it into positive or negative 

categories. 

4. Feature Extraction and 

Representation: 

Feature extraction is a crucial step in 

sentiment analysis, as the quality and 

relevance of features directly affect the 

performance of the model. Common 

methods of feature extraction in text-

based sentiment analysis include bag-of-

words, term frequency-inverse 

document frequency (TF-IDF), and 

word embeddings like Word2Vec or 

GloVe. The bag-of-words model (Salton 

& McGill, 1983) treats text as a 

collection of independent terms, whereas 

TF-IDF adjusts the importance of terms 
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based on their frequency across the 

entire dataset. Recent advancements, 

such as Word2Vec (Mikolov et al., 

2013), have allowed for better semantic 

understanding by representing words as 

vectors in a continuous space. These 

techniques have been applied to 

restaurant reviews for capturing the 

semantic meaning behind the words, 

leading to improved prediction accuracy. 

5. Challenges in Restaurant Review 

Prediction: 

One of the major challenges in 

predicting restaurant reviews using 

sentiment analysis is the domain-

specific vocabulary and expressions that 

may not be easily captured by general 

NLP models. Restaurant reviews, for 

example, may contain slang, regional 

expressions, and mixed sentiments that 

are unique to the domain. In a study by 

Kouloumpis et al. (2011), they 

highlighted the challenge of context-

dependent sentiment analysis, where the 

sentiment of a word changes depending 

on its context. Additionally, customer 

reviews can contain both positive and 

negative sentiments within the same text, 

further complicating the prediction 

process. For instance, a customer might 

mention that “The food was great, but 

the service was terrible,” which poses 

challenges for simple classification 

models that might only identify overall 

sentiment rather than addressing mixed 

reviews. 

III.METHODOLOGY 

The methodology for this project 

focuses on predicting restaurant reviews 

using Natural Language Processing 

(NLP) and the Support Vector Machine 

(SVM) classifier. The process involves 

several key steps, including data 

collection, preprocessing, text 

vectorization, model training, and 

evaluation. Below is a detailed 

explanation of each step: 

Data Collection 

The dataset used in this project consists 

of 1000 restaurant reviews collected 

from Kaggle (www.kaggle.com). The 

dataset is in .tsv format and contains two 

columns: one with the review text 

provided by customers about their 

dining experience, and the second with 

sentiment labels, where a value of 1 

indicates a positive review and 0 

indicates a negative review. 

Data Preprocessing 

The first step in data preprocessing 

involves loading the dataset into a 
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Pandas DataFrame for easy 

manipulation. In this step, the data is 

cleaned by removing any irrelevant or 

incomplete reviews. Specifically, 

reviews that do not contain text or have 

missing sentiment labels are discarded. 

Additionally, text data is standardized 

by converting all reviews to lowercase 

and removing special characters, 

punctuation, and extra spaces. This 

cleaning process ensures that the text is 

ready for analysis. 

Text Vectorization 

To convert the textual data into a format 

that can be fed into a machine learning 

model, the Bag of Words (BoW) 

technique is applied using 

CountVectorizer from scikit-learn. This 

method transforms the reviews into a 

sparse matrix of word counts, where 

each feature represents the frequency of 

a word in the review. The BoW model 

allows the machine learning algorithm to 

analyze the text and learn patterns based 

on word occurrence. 

Model Training with SVM 

The cleaned and vectorized data is then 

split into training and testing datasets 

(70% for training and 30% for testing). 

The SVM (Support Vector Machine) 

classifier, a supervised machine learning 

algorithm, is used to train the model. 

SVM is particularly useful for 

classification problems, as it seeks to 

find the hyperplane that best separates 

different classes (positive and negative 

reviews) in the feature space. During 

training, the SVM classifier learns to 

map the input features (word frequencies) 

to the target labels (sentiment). 

Model Evaluation 

After the model is trained, it is evaluated 

using the test data. The performance of 

the classifier is measured by comparing 

its predictions to the actual sentiment 

labels in the test set. Common metrics 

such as accuracy, precision, recall, and 

F1-score are used to assess the 

classifier's effectiveness in predicting 

positive and negative reviews. In 

summary, the methodology employs a 

combination of data preprocessing, text 

vectorization using BoW, and machine 

learning with SVM to predict restaurant 

reviews based on sentiment analysis. By 

following these steps, the project aims to 

build an efficient model capable of 

categorizing restaurant reviews as either 

positive or negative. 
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Fig1 : Proposed working 

IV.CONCLUSION 

In conclusion, the project effectively 

demonstrates the application of Natural 

Language Processing (NLP) and 

machine learning, specifically Support 

Vector Machines (SVM), to predict 

restaurant reviews. By leveraging the 

power of SVM and the Bag of Words 

(BoW) technique, the model can 

accurately classify reviews into positive 

or negative categories. The methodology 

follows a structured approach involving 

data collection, preprocessing, 

vectorization, training, and evaluation to 

ensure robust results. This model not 

only automates the review prediction 

process but also provides a scalable 

solution for restaurant owners and 

review platforms to efficiently sort and 

filter reviews based on sentiment. The 

success of this model indicates the 

potential for NLP and machine learning 

techniques to significantly enhance the 

review prediction and customer 

feedback systems in various industries, 

particularly in the hospitality sector. 
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